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Abstract - Mammographic image registration is an important step in 
the analysis of differences between the left and right breast in order to 
detect bilateral asymmetry, which is an early sign of breast cancer. 
We have used rigid registration to align left and right mammographic 
images as a first step for comparing corresponding regions in the left 
and right breast. Registration performance was tested on a dataset 
consisting of normal and asymmetric cases obtained from three 
different mammographic image databases: mini-MIAS, DDSM and 
our own database containing digital mammographic images. For the 
validation of mammographic image registration, we have used 
several measures: sum of squared differences (SSD), normalized 
cross correlation (NCC), mutual information (MI), normalized 
mutual information (NMI), structural similarity index (SSIM) and 
universal image quality (UIQI) measure. Results showed that rigid 
registration works well on all three databases and that it might be a 
good first step in analysing bilateral asymmetry. 
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I.  INTRODUCTION 
Bilateral asymmetry is one of the early signs that may 

indicate breast cancer or its future onset. Bilateral asymmetry is 
defined as presence of greater volume of fibroglandular tissue 
in one breast compared to the corresponding area in the other 
breast [1]. When analysing mammographic images and 
comparing features in the left and right breast, it is 
recommended to perform registration of the images [2-6]. 
Registration enables comparison of the corresponding regions 
in the left and right breast. However, registration of 
mammographic images is a challenging task. The 
mammographic imaging procedure projects 3D objects into a 
2D mammographic image and introduces distortions and 
displacement of the breast tissue due to the compression with a 
paddle. Thus, some researchers proposed bilateral asymmetry 
analysis without registration, or using registration only in the 
later stage of the algorithm [7-11]. Several mammographic 
image registration methods have been proposed for temporal 
analysis of mammographic images [12-15]. 

Validation of breast registration methods and their accuracy 
is not a simple task, since the ground truth is usually not 
available. In [16] some of the most common methods for 
registration validation are mentioned, such as phantom studies, 
subtraction of images, calculation of the Euclidian distance 
between landmarks and visual inspection. Van Engeland et al. 
[17] compared four methods for registering temporal 
mammographic images. They measured the performance of 
tested methods by comparing the distance between annotations 

of abnormalities in the previous and current view before and 
after registration. Wirth et al. [18] evaluated rigid and non-rigid 
registration of temporal mammographic images using image 
subtraction and resulting differences before and after 
registration. 

In this paper we have used rigid registration to align 
mammographic images. The main image registration steps are 
explained in Section II and parameters that we used for rigid 
registration are presented in Section III. Section IV presents the 
datasets used for registration. Results are presented and 
discussed in Section V and conclusions are given in Section 
VI. 

II. IMAGE REGISTRATION 
Registration is the process of determining a mapping 

between the coordinates in one space and those in another, to 
achieve biological, anatomical or functional correspondence. 
Registration techniques can be classified into feature-based and 
intensity-based registration techniques. Feature-based 
registration techniques use anatomical and geometric features 
in order to perform matching. Commonly used features in 
mammogram registration methods are landmarks such as breast 
boundary, nipple and pectoral muscle visible in the medio-
lateral view. Intensity-based registration techniques use pixel 
intensity information of the two images to perform registration. 
These are sometimes called pixel-similarity (when registering 
2-D images) or voxel-similarity (when registering 3-D images) 
registration techniques. Registration algorithm consists of three 
components: transformation model, cost function and 
optimization.  

The transformation defines geometric mapping T from one 
coordinate space to another and can be expressed as 

 ABAB xxTxxT =⇔ )(: � . (1) 

Registration algorithms that make use of geometrical 
features in the images involve identifying features such as sets 
of image points {xA} and {xB} that correspond to the same 
physical entity visible in both images, and calculating T for 
these features [19]. When an intensity-based registration 
technique is used, the transformation T is iteratively determined 
by optimizing a similarity measure between the pixel 
intensities in the two images. At each iteration, the image is 
transformed using the current estimate of T and the similarity 
measure is recalculated. 
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We have used rigid registration for aligning mammographic 
images of the left and right breast. The rigid transformation 
describes translation (tx, ty) and rotation by an angle � and can 
be expressed as 
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where coordinate (xB, yB) is the transformed coordinate (xA, yA) 
[20]. The rigid transformation is used to compensate global 
motion of the breast. It preserves the distance between all 
points in the object transformed. 

The cost function, the second component of the registration 
algorithm, represents the energy of the system being modelled. 
It is usually a pixel (or voxel in 3D case) similarity measure. 
The similarity measure is calculated from the pixel intensity 
values in the images. The similarity measure used in this paper 
is the sum of squared differences (SSD) between images and is 
expressed by 
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where N is the number of pixels, A(xA) and BT(xB) are intensity 
values at the locations xA in image A and xB in the transformed 
image BT, respectively. The sum of squared differences relies 
on the exact pixel intensity values in the image. 

The third component of the registration algorithm is the 
optimization method which minimizes the cost function, i.e. 
similarity measure, in order to find the optimal transformation 
parameters. At each iteration, the current estimate of the 
transformation is used to calculate a similarity measure. The 
optimization algorithm then makes another estimate of the 
transformation, evaluates the similarity measure again, and 
continues until the algorithm converges, at which point no 
transformation can be found that results in a better value of the 
similarity measure, to within a preset tolerance [21]. We have 
used a downhill descent optimization method and a 
multiresolution approach [22]. The optimization algorithm can 
sometimes converge to a local optimum, which is not the 
correct solution and thus registration can fail. Some of these 
optima are small and can be removed from the parameter space 
of values of the similarity measures by blurring the images 
prior to registration using multiresolution approach [21]. In the 
multiresolution approach images are first registered at low 
resolution, then the transformation solution obtained at this 
resolution is used as the starting estimate for the registration at 
a higher resolution, until the original resolution level is 
reached. 

III. METHODOLOGY 
In order to register left and right mammographic images we 

have used rigid registration to compensate for global 
misalignment. We have used the Image Registration Toolkit 
(IRTK) which is a comprehensive library of tools for medical 
image registration [22]. It implements a variety of algorithms 
for 2D and 3D image registration, including rigid, affine and 
non-rigid registration that were written by Daniel Rueckert and 
Julia Schnabel. The rigid registration algorithm is based on the 

method proposed in Studholme et al. [23]. This method used a 
simple multiresolution hill climbing algorithm. All images 
were sub-sampled using a Gaussian kernel to form lower 
resolution versions. This produces a simple Gaussian pyramid 
where smaller objects are removed as blurring is increased, 
resulting in a smooth function of misalignment between low 
resolution images at the top of the pyramid. These images 
containing fewer, larger-size pixels can be used to provide an 
efficient initial registration estimate which is then refined using 
higher resolution images lower in the pyramid. Registration 
was performed at three resolution levels. Registration started at 
an image sampling resolution of 0.8 x 0.8 mm with an 
optimisation step size of 0.8 mm and terminated at a resolution 
of 0.2 x 0.2 mm and step size of 0.2 mm. Original resolution of 
our images was 0.2 x 0.2 mm. Similarity measure used was 
SSD and the optimization method was downhill descent. 

We have used mammographic image of the right breast as 
the source image which was registered to the mammographic 
image of the left breast which was the target image. 

IV. DATASET 
We have used three different datasets consisting of 

mammographic image pairs from three different databases: 
publicly available mini-MIAS and DDSM with digitised 
mammographic images and our database KBD-FER with 
digital mammographic images. 

The mini-MIAS (Mammographic Image Analysis Society) 
database [24] comprises 322 digitised images of left and right 
breasts in medio-lateral oblique (MLO) view. The image 
resolution is 0.2 x 0.2 mm and every image has 1024 × 1024 
pixels. From this database we used all 15 asymmetric cases (30 
mammographic images of left and right breast) available in the 
database and of 20 randomly selected normal cases (40 
mammographic images of the left and right breast). The breast 
area in each image was manually segmented by a non-clinical 
expert to eliminate background artifacts. 

The DDSM (Digital Database for Screening 
Mammography) [25-26] contains approximately 2500 cases of 
digitised mammographic images of different resolutions and 
size, scanned with three different scanners. Each case includes 
cranio-caudal (CC) and MLO views of left and right breast, i.e. 
four images per case. From this database we have used 38 
mammographic image pairs in MLO view with bilateral 
asymmetry and randomly selected 20 normal mammographic 
image pairs in MLO view. We have reduced all images to the 
resolution of 0.2 x 0.2 mm and cropped/padded them so that 
every image is 1024 × 1024 pixels. The breast area in each 
image was manually segmented by a non-clinical expert to 
eliminate background artifacts. 

The third dataset was obtained from the digital 
mammographic image database KBD-FER developed in 
cooperation with the Department of Diagnostic and 
Interventional Radiology, University Hospital Dubrava, 
Croatia. The images were characterized by an expert 
radiologist. The database comprises 72 cases, and each case 
includes CC and MLO views of left and right breast, i.e. four 
images per case. Each image in the database has a resolution of 
4084 × 3328 pixels with 12 bits per pixel. All images were 
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stored in compliance with the DICOM standard. We have 
selected 6 mammographic image pairs in MLO view with 
bilateral asymmetry available in the KBD-FER database and 
randomly selected 20 normal mammographic image pairs in 
MLO view. We have reduced all images to the resolution of 
0.2 x 0.2 mm and cropped/padded them so that every image  
has 1024 × 1024 pixels. Image segmentation was not necessary 
since there are no background artifacts in these digital images. 

In the preprocessing step all right breast images were 
flipped in order to have the same orientation as the 
corresponding left breast image, and all images were converted 
to NIFTI (Neuroimaging Informatics Technology Initiative) 
format for use in the IRTK registration software.  

V. RESULTS 
We have validated the registration using six different 

measures: 

• sum of squared differences (SSD) 
• normalized cross correlation (NCC) 
• mutual information (MI) 
• normalized mutual information (NMI) 
• structural similarity index (SSIM) 
• universal image quality measure (UIQI)  

 
The sum of squared differences (SSD), which was used as a 

similarity measure to lead the registration, was explained above 
in Section II. Values of SSD are higher when the difference 
between images is bigger. 

Normalized cross correlation (NCC) [27] is defined as 
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where s(m,n) and r(m,n) are the intensities of the original and 
transformed image, and �x and �y are mean of the original and 
the transformed image. The maximal value that NCC can 
achieve is 1 which would imply that the images are in 
alignment. 

Mutual information (MI) is defined as 

 MI (A,B) = H (A) + H (B) − H (A,B) = − pAB (a,b) log pAB (a,b)
pA (a) pB (b)

b
�

a
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where pA and pB are the marginal probability distributions, 
which can be thought of as the projection of the joint 
probability distribution function onto the axes corresponding to 
intensities in images A and B, respectively [19]. Mutual 
information is a measure of how well one image explains the 
other and is at maximum at the optimal alignment. When two 
images are entirely different, mutual information is zero. The 
maximum value of MI is 1. 

Studholme et al. [23] showed that mutual information is not 
independent of the overlap of the two images. Thus, the use of 

normalized mutual information (NMI) is proposed and 
expressed as 
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which is more robust than mutual information. Values of NMI 
are in the range between 1 and 2, where value 1 denotes images 
that are entirely different and value 2 denotes that the images 
are identical. 

The structural similarity index (SSIM) proposed by Wang 
et al. [28] is defined as  
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where �x and �y are mean intensities of the first and the second 
image, �x and �y are standard deviations of the first and the 
second image, �xy is the covariance of the two images and C1 
and C2 are constants in order to avoid instability. The SSIM 
index is in the range between 0 (different images) and 1 
(identical images). 

Universal image quality measure (UIQI) [29] models 
distortion as a combination of three factors: loss of correlation, 
luminance distortion and contrast distortion. It is defined as 
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where �x and �y are mean intensities of the first and the second 
image, �x and �y are variances of the first and the second image, 
�xy is the covariance of the two images. The range of UIQI is  
[-1, 1], where the best value 1 is achieved when the images are 
identical. 

The validation of the registration results using above 
mentioned measures is presented in Tables I, II and III. Values 
in the tables are mean values for each measure in the observed 
dataset before and after rigid registration of the mammographic 
images. Table I presents results of registration of images from 
the mini-MIAS dataset, Table II presents results of registration 
of images from the DDSM dataset and Table III presents 
results of registration of images from the KBD-FER dataset. 
From the results it can be concluded that registration overall 
works well on all three datasets with some exceptions 
depending on the measure used. Results also indicate that these 
measures might be used as a discriminator between normal and 
asymmetric tissue since normal cases mostly show higher 
similarity than asymmetric cases. 

Fig. 1 shows an example from the mini-MIAS dataset: the 
original left image (Fig. 1 a), the original right image (Fig. 1 b), 
the difference image between left and right image before 
registration (Fig. 1 c), and the difference image between left 
and right image after rigid registration (Fig. 1 d). 

Fig. 2 shows an example from the DDSM dataset: the 
original left image (Fig. 2 a), the original right image (Fig. 2 b), 
the difference image between left and right image before 
registration (Fig. 2 c), and the difference image between left 
and right image after rigid registration (Fig. 2 d). 
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Fig. 3 shows an example from the KBD-FER dataset: the 
original left image (Fig. 3 a), the original right image (Fig. 3 b), 
the difference image between left and right image before 
registration (Fig. 3 c), and the difference image between left 
and right image after rigid registration (Fig. 3 d). 

In Figs. 1, 2 and 3 images have been cropped for the 
presentation purposes due to the limited space. 

TABLE I.  REGISTRATION RESULTS FOR THE MINI-MIAS DATASET 

mini-MIAS SSD NCC MI NMI SSIM UIQI 

before 797.01 0.9275 0.8567 1.1871 0.8431 0.5889 

as
ym

m
et

ric
 

ca
se

s 

after 726.78 0.9345 0.9108 1.2040 0.8557 0.6031 

before 765.66 0.9237 0.7983 1.2080 0.8678 0.6699 

no
rm

al
 c

as
es

 

after 598.41 0.9383 0.8741 1.2350 0.8875 0.6893 

TABLE II.  REGISTRATION RESULTS FOR THE DDSM DATASET 

DDSM SSD NCC MI NMI SSIM UIQI 

before 641.08 0.9365 0.7826 1.2163 0.8889 0.6912 

as
ym

m
et

ric
 

ca
se

s 

after 877.52 0.9037 0.8317 1.2452 0.9018 0.7041 

before 562.86 0.9512 0.9040 1.2237 0.8899 0.6493 

no
rm

al
 c

as
es

 

after 735.68 0.9343 0.9747 1.2544 0.9106 0.6758 

TABLE III.  REGISTRATION RESULTS FOR OUR KBD-FER DATASET 

KBD-FER SSD NCC MI NMI SSIM UIQI 

before 4.90 
x104 0.9462 0.4695 1.6340 0.7173 0.7012 

as
ym

m
et

ric
 

ca
se

s 

after 5.51 
x104 0.9417 0.4892 1.6963 0.7301 0.7139 

before 4.94 
x104 0.9428 0.4554 1.6321 0.7173 0.7011 

no
rm

al
 c

as
es

 

after 3.69 
x104 0.9511 0.4891 1.7212 0.7375 0.7205 

VI. CONCLUSIONS 
In the presented work we have used rigid registration to 

align mammographic images of the left and right breast as a 
first step in bilateral asymmetry analysis and detection which 
will be part of our future research. We have tested rigid 
registration on three datasets formed out of three different 
databases: the mini-MIAS and DDSM, which are publicly 
available databases with digitised images, and our KBD-FER 
database with digital mammographic images. Registration was 
validated using six different measures, which all showed that 
registration increases the similarity between images. Mean 
values of measures also revealed differences between 
asymmetric and normal cases which might lead to a conclusion 
that these measures might be used as a discriminative features 
between asymmetric and normal cases which will be 
considered in our future research. 
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 (a)  (b)  (c)  (d)

Figure 1.  An example from mini-MIAS dataset: (a) original left image, (b) original right image,  
(c) difference image before registration and (d) difference image after rigid registration 

 

 
 (a)  (b)  (c)  (d)

Figure 2.  An example from DDSM dataset: (a) original left image, (b) original right image,  
(c) difference image before registration and (d) difference image after rigid registration 

 

 
 (a)  (b)  (c)  (d)

Figure 3.  An example from KBD-FER dataset: (a) original left image, (b) original right image,  
(c) difference image before registration and (d) difference image after rigid registration
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